Training models using forces computed by stochastic electronic structure methods
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Abstract
Quantum Monte Carlo (QMC) can play a very important role in generating accurate data needed for constructing potential energy surfaces. We argue that QMC has advantages in terms of a smaller systematic bias and an ability to cover phase space more completely. The stochastic noise can ease the training of the machine learning model. We discuss how stochastic errors affect the generation of effective models by analyzing the errors within a linear least squares procedure, finding that there is an advantage to having many relatively imprecise data points for constructing models. We then analyze the effect of noise on a model of many-body silicon finding that noise in some situations improves the resulting model. We then study the effect of QMC noise on two machine learning models of dense hydrogen used in a recent study of its phase diagram. The noise enables us to estimate the errors in the model. We conclude with a discussion of future research problems.

1. Introduction

A key technology in the today's materials science and related fields is the ability to perform simulations of atoms and molecules using Molecular Dynamics (MD) or Monte Carlo (MC) methods. Because electrons are more than a thousand times lighter than the nuclei, at room temperatures we can often assume that electrons are in their ground state. We can then 'integrate them out' and deal with the motion of the nuclei alone by using the Born–Oppenheimer separation between electronic and nuclear degrees of freedom. Once the electrons have been eliminated, the resulting 'potential energy surface' (PES), $V(R)$, is a function of $3n$ coordinates ($R$) of the $n$ nuclei. Traditionally this potential has been approximated by an empirical function, such as a pair potential, or calculated 'on-the-fly' using density functional theory [1].

Much progress has been made in approximating the PES using a neural network or machine learning (ML) model by Behler and Parrinello [2], Bartok et al [3], Zhang et al [4–7], Chmiela et al [8] and many others. In this approach, the ML model is trained (or fit) to a set of energies and forces of typical configurations of the modeled system. The data often comes from a density function theory (DFT) or other electronic structure method. However, such data can be biased by approximations used in those methods.

We examine in this paper whether stochastic methods, such as variational and diffusion quantum Monte Carlo (QMC) can be used to provide the training data so that the resulting model will be more accurate. Such an approach has been considered previously, for example in work by Alfe et al [9], Sorella et al [10, 11], Niu et al [12], Huang and Rubenstein [13], Nakano et al [14] and Cheng et al [15]. But several aspects of this approach, such as the effects of the noise on the model, have only been touched on [13].

In the following we introduce QMC methods, and discuss various errors that enter into the models and their relationships. We then discuss several examples such as those based on linear regression, a ML model for silicon and for dense hydrogen. We conclude with observations on future research questions.
2. Quantum Monte Carlo methods for electronic structure

We briefly review some QMC algorithms that estimate electronic properties using a stochastic process. We write \( R = \{s_1, s_2, \ldots, s_n\} \) for the \( n_1 \) nuclear coordinates with charge \( Z_j \) on the \( j \)th ion and \( r = \{r_1, r_2, \ldots, r_n\} \) for the \( n_e \) electron coordinates. The non-relativistic electronic Hamiltonian in atomic units is:

\[
\hat{H} = \sum_{i=1}^{n_e} \left[ -\frac{1}{2} \nabla^2_i - \sum_{j=1}^{n_1} \frac{Z_j}{|r_i - s_j|} \right] + \sum_{i<j} \frac{1}{|r_i - r_j|}.
\]  

(1)

\( R_n \) will refer to the \( n \)th sampled configuration (a \( 3n_1 \) vector) used for training or evaluation. By \( F_j(R) = -\nabla_j V(R) \) we mean the 3 vector of forces on the \( j \)th ion for a configuration \( R \).

We mention the QMC methods that we think will be useful for generating ML data. For a detailed discussion of the various methods see [16].

**Variational Monte Carlo (VMC)** Metropolis (i.e. Markov Chain MC or MCMC) [17] is used to sample electronic coordinates from the square of a trial wavefunction \( |\Psi_T(r|R)|^2 \) and calculate its (variational) energy:

\[
E_V(R) = \frac{\int dr |\Psi_T(r|R)|^2 \hat{H}\Psi_T(r|R)}{\int dr |\Psi_T(r|R)|^2}.
\]  

(2)

The simplest correlated trial function used in QMC is the Slater-Jastrow form:

\[
\Psi_T(r|R) = \exp \left( -U(r|R) \right) \det \phi_k(r|R)
\]  

(3)

where \( U(r|R) \) is a bosonic Jastrow factor, and \( \phi_k(r|R) \) is a set of single-electron orbitals. Both of these terms are varied to minimize \( E_V(R) \). There has been recent work on ML trial wave functions [18–23] which achieve excellent variational bounds. However, the current methods are quite time consuming, requiring very long optimizations. We argue that ML needs 'lightweight' QMC methods in order to provide sufficient training data. For example, in dense hydrogen we work with analytic forms requiring little optimization of the wavefunction within statistical errors but the bias from the ansatz can be significant [16] if only a single Slater determinant is used for antisymmetry. One can use signful methods [28] to correct this error.

**Projector MC** takes a trial wavefunction and uses the Hamiltonian to project out errors of the trial function:

\[
\Phi = \lim_{t \to \infty} e^{-iT\hat{H}}\Psi_T.
\]  

(4)

There are several methods by which this can be accomplished. Since electrons are fermions, the methods must employ an ansatz to control the stochastic error for many-electron systems such as the fixed-node [26] or fixed-phase [27] approximations. Fixed-node and fixed-phase methods solve exactly for the modulus of the wavefunction within statistical errors but the bias from the ansatz can be significant [16] if only a single Slater determinant is used for antisymmetry. One can use signful methods [28] to correct this error.

**Diffusion MC (DMC)**[26] accomplishes the projection by representing the system as an ensemble of many-body configurations that execute a drifting, branching random walk. DMC has a mixed estimator bias for forces; there are several procedures for correcting this bias.

**Reptation quantum Monte Carlo (RQMC)** holds a segment of a many-body path in the computer memory and adds or subtracts from the path using a modified MCMC [29, 30]. If the projection time is large enough, forces taken in the middle of the path do not have the mixed estimator bias but they will still have the fixed-node error.

**Path integral** methods [31] work at non-zero temperature and differ from RQMC in working with closed paths in configuration space. PIMC methods could address important problems for warm dense matter addressing a regime that is difficult for most electronic structure methods. However, PIMC has only been made practical for temperatures above some fraction (25%) of the Fermi temperature. Sampling is done with MCMC and must include sampling electron permutations. Early work calculated forces between protons in an electron bath [32].

For ML the ability to compute forces is crucial. There are several methods for computing forces with QMC [33, 34]. For generating ML data, the efficiency, namely how much computer resources are needed to
reach a given error on the forces is important. Huang and Rubenstein [13] have discussed recent methods to calculate forces using QMC. More research is needed on the relative efficiencies, the biases, and the appropriate domains of the QMC methods for the calculation of accurate forces.

In the past, many researchers concluded that the computer resource requirements to compute forces using QMC were excessive. However, available resources continue to grow year-by-year while the cost of human resources needed to come up with reliable predictions is not decreasing. A more reliable electronic structure method can reduce this human cost and thereby allow for more efficient simulations of materials. One of the main roadblocks in the past has been the availability of high quality QMC codes but this situation has improved with development of such packages as QMCPACK [35, 36], TURBORVB [37], and CASINO [38]. In addition to more plentiful computer resources, QMC techniques are improving. We believe their efficiency could be increased much further as we discuss below, especially for the problem of determining unbiased forces.

QMC, in general, is more accurate than other electronic structure methods. By that we mean that it has a lower bias with respect to the exact ground state than other methods such as those based on DFT where the choice of the functional is guided by external experimental knowledge. Experimental data of high quality is rarely available in many applications. Its low bias is the most important reason to use QMC to generate data. QMC is also a more general technique since it is able to handle highly correlated systems such as lattice models, superconductors, quantum crystals, and liquid helium.

The continuum basis set used in VMC, DMC, RQMC and PIMC is better suited for disordered systems, such as a liquid, since distortions caused by a finite basis set are absent. For deterministic methods, one needs to assure convergence in the basis set, e.g. the plane wave cutoff or the expansion in local basis functions.

A very important advantage of stochastic methods is that extra degrees of freedom that need to be integrated over do not necessarily increase the computational effort. For example, twist averaging [39], is used to eliminate some finite size effects by integrating over the Brillouin zone of the super-cell. If we compute QMC properties at $P$ twist values, this does not increase the QMC computation effort since the $P$ points all serve to reduce the statistical error. Instead, within deterministic methods such as DFT, this will increase the computer time by a factor of $P$. Another example of this advantage occurs in the path integral algorithm for quantum protons which requires the electronic energy of several replica of the protons to accept an update [24]. The same logic applies to getting data to train a ML model. The forces at a large set of configurations can be obtained using the same computer budget as a small set of configurations although the stochastic errors of the large set will be larger. But as we show below, the large set is better for constructing the ML model. Hence there is less importance to selecting an optimal set of configurations to use in training the model.

We expect that important applications of ML will be to complex, multi-component, many-body systems, for example a ternary liquid. For those systems, one does not know how many configurations will be required, how to place them, and how to assure that the energies are unbiased. With QMC, one can oversample the configuration space. Even if many of the points are clustered, the computational effort serves to reduce the error in the fitted potential energy surface. We do not wish to imply that methods to place the QMC points in an efficient manner will not improve the efficiency but that optimal placement is not always necessary.

Noisy data is also good for training neural networks and is often added to deterministic methods to aid in optimization. It can help to find the best model more easily [40]. With noisy data, one does not need to worry about data clustering: one will not have a problem with oversampling. Here we consider the case where the training data has stochastic errors.

The QMC computer time scales well with the number of electrons compared to other methods such as coupled cluster. For a recent discussion of the scaling and accuracy of various electronic structure methods see [41]. For systems with many hundreds of delocalized electrons the computation of determinants to enforce antisymmetry will cost $n^4$ operations to do a multiparticle move. This is the same scaling as in DFT algorithms. (Note that one is calculating $3n_f$ forces during this move.) In practice, because computing the determinant is a simple linear algebra operation, QMC time is typically dominated by other operations such as calculation of the charge-charge interaction and scales more slowly than $n^3$. QMC can easily profit from massively parallel computer environments since memory demands can be kept modest.

We will examine some of these issues in the rest of the article. We focus on methods that do not have basis set errors (i.e. work in the continuum) and work in the electronic ground state, that is the VMC, DMC and RQMC methods.
3. Errors in quantum Monte Carlo and machine learning models

Let $V(R)$ be the exact energy (i.e. the ‘ground truth’) and $F_\alpha(R) = -\nabla R V(R)$ the corresponding force on the $k$th atom. The energy and forces will be estimated using a method for numerically solving the ground state Schrödinger equation for the nuclei in a given position obtaining for a set of $M$ configurations $\{R_\alpha\}$ ($1 \leq \alpha \leq M$) with estimated values for the potential ($V_\alpha$) and forces ($F_\alpha$). Using this data we then make a model $V_m(R)$. To help with further discussion we explicitly list and discuss the errors and their relations. Although the listed formulas below are for energies, the analogous errors in the forces are more important in ML.

$$\bar{\sigma}_V \equiv \bar{V}_\alpha - V(R_\alpha)$$  \hspace{1cm} (5)
$$\bar{\rho}_V \equiv \bar{V}_\alpha - V_m(R_\alpha)$$  \hspace{1cm} (6)
$$\bar{\epsilon}_V \equiv V_m(R_\alpha) - V(R_\alpha) = \bar{\sigma}_V - \bar{\rho}_V$$  \hspace{1cm} (7)
$$\sigma_V = \sqrt{\frac{1}{M} \sum_{\alpha} (\bar{V}_\alpha - V(R_\alpha))^2}$$  \hspace{1cm} (8)
$$\rho_V = \sqrt{\frac{1}{M} \sum_{\alpha} (\bar{V}_\alpha - V_m(R_\alpha))^2}$$  \hspace{1cm} (9)
$$\epsilon_V = \sqrt{\frac{1}{M} \sum_{\alpha} (V_m(R_\alpha) - V(R_\alpha))^2}$$  \hspace{1cm} (10)
$$\chi^2 = M \left[ \frac{\rho_V}{\sigma_V} \right]^2 \quad \chi^2 = 3n_\sigma M \left[ \frac{\rho_F}{\sigma_F} \right]^2$$  \hspace{1cm} (11)

The **model error** is the deviation of the model with respect to the ground truth: $\epsilon(R) = V_m(R) - V(R)$. Even with good data and training, unless the model is a sufficiently general function of $3n_\sigma$ variables, the model error will be non-zero.

The **stochastic error** is the difference between the QMC value (with noise) and the exact value:

$$\sigma_\alpha = V_\alpha - V(R_\alpha).$$  We assume that QMC is unbiased so that $\langle \sigma_\alpha \rangle = 0$: after enough averaging one will recover the exact energies and forces. For convenience we will define the ground truth as the exact fixed-node (without stochastic noise) energies and forces. Note that this definition of the reference depends on the nodal surface. Estimates of the stochastic errors on energies and forces are determined from the fluctuations in the QMC run, from the same data as the mean values and will depend on the ionic coordinates. An example of QMC noise for hydrogen is shown in figure 4.

**Fitting error** tells us whether the model fits the noisy, but unbiased data: $\rho_\alpha = \bar{V}_\alpha - V_m(R_\alpha)$.

**Chisquare** is the negative logarithm of the likelihood that the model fits the QMC data: $\chi^2 = \rho^2 / \sigma^2$.

**Selection error.** Since the assumed model is not perfect, it matters how many configurations $M$ are selected for training and where they are placed. We will assume that they are selected independently from a probability density $F(R)$ by using a stochastic process such as MC or MD. How exactly they should be selected (e.g. the function $F(R)$) is an important question which we will not address in this paper. Note that probability distribution for assessing the fitting and model errors, the testing distribution, could be different from $F(R)$.

**Inter-model or cross-mode validation error** is the difference in the energies and forces between two fitted models ($m1$ and $m2$): $\delta(R) = V_{m1}(R) - V_{m2}(R)$. It gives an indication of the importance of the stochastic error, the selection error, the model error and the fitting robustness on the models.

**Bias of the data** could either be a result from controlled errors, those that can be studied and eliminated such as time step error, basis set error, convergence errors, or uncontrolled errors such as the fixed-node error of projection quantum Monte Carlo. Finite-size errors (FSEs) result from data being generated for small systems but used in simulations for larger systems. The QMC calculations are done on systems in periodic boundary conditions containing hundreds to thousands of electrons. Corrections may be needed [34, 39, 42] to use the data for models used for much larger systems. These FSE are not particular to QMC but are similar to FSE for any accurate electronic structure method that takes electron correlation into account. Because the FSE are generic to all methods, we will not consider them further in this paper.

One of the goals of Uncertainty Quantification is to estimate how accurate the model is. We can easily estimate $\sigma$ and $\rho$ but $\epsilon$ is more difficult since we do not have precise estimates of the energy or force for many-body systems. We can consider these 3 errors to be vectors with $N_c$ components where $N_c = M$ for the energy errors and $N_c = 3n_\sigma M$ for the force errors. In this paper we define the norm of an error vector as
Figure 1. The left diagram shows the error notation used in this paper, with the defining equations on the right. The errors \{⃗σ, ⃗ρ, ⃗ϵ\} are vectors whose components are defined on each configuration \(R_α\). Their normalized moduli \((\bar{σ}, \bar{ρ}, \bar{ϵ})\) are defined as the root mean square of the corresponding vector (i.e. divided by the number of configurations). For the analogous force errors, \((\bar{σ}, \bar{ρ}, \bar{ϵ})\), one sums over the 3\(n_I\) Cartesian components of the mean squared differences as well as over the configurations and divides by 3\(n_I M\).

\[
\bar{σ} = \sqrt{\frac{1}{n_c} \sum_α σ_α^2}.
\]

Thus we define \([σ_V, ϵ_V, ρ_V, σ_F, ϵ_F, ρ_F]\) as detailed in figure 1. If we define the vectors on a common set of configurations, the energy and force norms will obey the triangle inequalities:

\[
|ρ − σ| ≤ ϵ ≤ ρ + σ.
\] (12)

The norms should converge to a limit as \(M → ∞\) so that the inequalities will apply in that limit. In that limit we expect that \(ϵ_V\) will converge to

\[
\lim_{M→∞} ϵ_V = \sqrt{\int dR F(R) (V_m(R) − V(R))^2}.
\] (13)

A finite number of configurations is a stochastic (i.e. Monte Carlo) evaluation of this integral. We can construct other triangle inequalities using different ML models.

We can make tighter bounds on the model error, \(ε\), by considering how the fluctuations in the QMC data could be correlated with the errors of the model. Suppose we assume \(\bar{ϵ} = η\bar{σ} + \bar{ε}_0\) where \(\bar{ε}_0\) is the model error vector with zero noise \((σ = 0)\). In the most extreme procedure the model could consist of taking the closest configuration so that \(η = 1\). For a good model which is relatively unaffected by the QMC noise because the noise is filtered or averaged over, and for models such as those based on a DFT functional or an empirical potential, we expect \(η ≈ 0\). This is also the case when the test set on which the errors are evaluated is statistically uncorrelated with the training set. Because the vector of QMC errors, \(\bar{σ}\), is uncorrelated with the ideal model errors \(\bar{ε}_0\):

\[
ρ^2 = ϵ^2 + σ^2 - \frac{2}{M} \sum_α σ_α ϵ_α = ϵ^2 + (1 − 2η) σ^2 ± 2σ\bar{ε}_0/√N_c.
\] (14)

In the case of plentiful data, we expect \(η → 0\), so that \(ϵ → \sqrt{ρ^2 − σ^2} ± σ/√N_c\). In general, we expect that \(0 ≤ η ≤ 1\), leading to tighter bounds on \(ε\) in terms of \(σ\) and \(ρ\):

\[
\sqrt{ρ^2 − σ^2} ≤ ϵ ≤ \sqrt{ρ^2 + σ^2} \quad σ ≤ ρ.
\]
Figure 2. Left top panel: Exact potential energy $V(x)$ (black curve) and estimated model $V_m(x)$ (red dots). The data with error bars are the points used in the fit. Left lower panel: model error $\epsilon(x) = |V_m(x) - V(x)|$ (red) and expected statistical error (black) from equation (17). The estimated error from 5-fold cross-validation is the dotted curve. Right table: $\chi^2$ versus polynomial degree, $n$. Fits are satisfactory when $\chi^2 \approx 50 - n \pm 10$ since there are 50 data points. Fits for $n \geq 4$ are good. Values of $n > 4$ have overfit the data since they have extra parameters without decreasing $\chi^2$.

$$|\rho - \sigma| \leq \epsilon \leq \sqrt{\rho^2 + \sigma^2} \quad \sigma \geq \rho. \quad (15)$$

To estimate the statistical uncertainties within a model, we can use a K-fold cross-validation, a variation of the jackknife procedure in statistics. One partitions the set of configurations into K 'folds' possibly stratifying the selection of the folds so that each fold contains roughly the same number of configurations at a given density and temperature. The number of folds may be limited by computer resources since each fold requires a model optimization. We used $K = 5$ in the estimates in section 6. From the folds we make $K$ training sets by sequentially dropping a fold from the complete data set. Using those training sets one finds $K$ models, $V_{mk}(R)$, and an average model, $V_m(R) = \frac{1}{K} \sum_{k} V_{mk}(R)$. Summed over a test set of configurations, one finds the rms differences in the energies and forces between the models and the average model. The jackknife estimated model error for the energy is:

$$\delta_V = \sqrt{\frac{K-1}{KM} \sum_{k,\alpha} (V_{mk}(R_\alpha) - V_{m0}(R_\alpha))^2} \quad (16)$$

with a similar relation for $\delta_F$ but normalized by an additional factor $3nI$. These errors estimate the overall effect of the stochastic QMC errors, the selection errors and optimization errors, i.e. how would the energies and forces change if one redid the complete analysis with $M$ newly sampled configurations, new QMC calculations on those configurations and a new optimization. They do not include model errors or bias.

The stochastic and selection errors come from the finite sampling and can be reduced by more sampling. The model error can be estimated by showing that the deviation of the model from the data is larger than expected on the basis of equation (14). To quantify the bias, one needs to perform systematic studies of convergence, for example by changing the trial wavefunction or varying the number of atoms.

### 4. Least squares analysis

The simplest procedure for finding a model to represent the QMC data is to perform a linear least squares fit (LLSF), i.e. a regression. Some leading ML models such as Gaussian approximation potentials (GAPs) \[43\] are based on LLSF. Non-linear models can be approximated by linear models near their solution. LLSF is a standard numerical method with a guaranteed single solution and methods for assessing the resulting error bars on the model.

We illustrate how having stochastic error affects the results with a simple 1D quartic function, shown in figure 2, by using LLSF with a polynomial basis. We assume that the parameters of the quartic potential (the ground truth) are unknown. The 50 points with error bars represent QMC results for locations chosen at random and uniformly in the range $-3.5 < x < 3.5$. To the 'exact' but unknown potential, we added normally distributed noise with a standard deviation of $\sigma_V = 1$. The noisy potential energies were then fit to a polynomial of degree $n$ using LLSF. The fit is the red dotted curve for a quartic polynomial, i.e. $n = 4$. The
QMC derived potential energy surface is more accurate than the individual QMC energies and is only different from the exact PES around \( x = 2 \) by a maximum of 0.4 even though the data had a standard error of 1.

The average error defined in equation (13), computed by propagating errors in the data to errors in the solution (see equation (17)) is found to be \( \epsilon_v = 0.326 \). Using 5-fold cross-validation we found \( \epsilon_v = 0.346 \). By fitting to a quartic polynomial, we have assumed that the PES must be smooth. If we had fit to a higher degree polynomial as shown in table 2, the errors would not have decreased. Using the value of \( \rho, \sigma, \epsilon \) we can compute the sensitivity parameter and find \( \eta = 0.11 \). This is reasonable since we have 5 free parameters in the fit with 50 data points so \( \eta \approx 5/50 = 0.10 \).

For LLSF we want the amount of data to be greater than the number of free parameters. To determine a quartic polynomial, exact energies at five distinct points would have been enough. A deterministic method on this particular low-dimensional problem would, of course, be preferred for generating data since one can saturate the configuration space with accurate noise-free data. However, one cannot saturate the space for realistic models of bulk materials.

The table in figure 2 shows \( \chi^2 \) vs polynomial degree. One has extremely poor fits using quadratic or cubic polynomials, but using a quartic polynomial is excellent. Increasing the order beyond this does not improve the fit and is overfitting the data. The computed error, shown in the bottom graph, is excellent in the cubic polynomials, but using a quartic polynomial is excellent. Increasing the order beyond this does not saturate the configuration space with accurate noise-free data. However, one cannot saturate the space for realistic models of bulk materials.

The variance of the energy of the fitted model at a point \( R \)

\[
\delta_v(R)^2 = \left( (V_m(R) - \langle V_m(R) \rangle)^2 \right) = \sum_{k\alpha} \frac{f_k(R) f_k(R)}{\sigma_{\alpha}^2} \tag{17}
\]

is given in terms of the inverse of the matrix:

\[
\hat{A}_{\alpha} = \sum_{\alpha=1}^{M} \frac{f_k(R) f_k(R)}{\sigma_{\alpha}^2}. \tag{18}
\]

The above brackets \( \langle \ldots \rangle \) mean that one averages over both the electronic structure process that determines the noise \( \sigma_{\alpha} \) and the selection of points \( R_{\alpha} \) sampled from \( F(R) \).

Let us examine how \( \delta(R) \) depends on the ‘running’ computer time \( T \) (i.e. the computer time when you are actually generating forces and energies. We exclude from \( T \) the start-up time for the QMC process). We assume that the variance of the QMC noise \( \sigma_{\alpha} \) is independent of \( R_{\alpha} \), and is given by

\[
\sigma_{\alpha}^2 = C/T_{\alpha} \tag{19}
\]

for some coefficient \( C \). \( T_{\alpha} \) is the computer time expended for configuration \( R_{\alpha} \). This implies that the mean value of the matrix \( A \),

\[
\langle \hat{A}_{\alpha} \rangle = M \left( \frac{f_k(R_{\alpha}) f_k(R_{\alpha})}{\sigma_{\alpha}^2} \right) = \frac{\sum_{\alpha} T_{\alpha}}{C} \int dRF(R) f_k(R) f_k(R) \tag{20}
\]

where \( \langle \ldots \rangle_f \) means the average over the selection of points \( R_{\alpha} \). We assume that \( T_{\alpha} \) is constant or not correlated with \( R_{\alpha} \). Then it follows from equation (20) that the mean value of \( \hat{A}_{\alpha} \) depends only on the total computer time, \( T = \sum_{\alpha} T_{\alpha} \). From equation (17), the error in the model will have the same property: the error in the fitted model is only proportional to \( T^{-1/2} \); it does not depend on how many points we use to determine the data or how that time is allocated between the various configurations as long as the overall computer time is fixed. This conclusion holds when the configurations are independently sampled from some distribution, the model potential is determined by minimizing the mean squared deviation of the model energy from the noisy energy and the QMC errors are given by equation (19).

It is quite important to use forces in the training because they are much more plentiful than total energies by a factor of 3\( \eta \). Also forces give local information and integrate well with the ML models which are also local. Use of only the QMC energies to determine the ML model, as was done in [13], requires many more...
QMC calculations and results in a much less accurate PES. The likelihood function for optimizing the model including both energies and forces is

\[ \mathcal{O} = \chi^2_{\text{V}} + \lambda \chi^2_{\text{F}}. \]  

The likelihood function is the correct object to minimize if the noise is component-by-component independent and if the fluctuations are normally distributed. Both are reasonable assumptions for QMC data, though there can be deviations. The parameter \( \lambda \) should be set to one for maximum likelihood but it is often treated as a free parameter. Including the contribution of the force data, the matrix determining the errors gets an extra contribution:

\[ \hat{A}_{kn} = \sum_{\alpha=1}^{M} \frac{f_k(R_{\alpha}) f_n(R_{\alpha})}{\sigma_{V}} + \lambda \sum_{\alpha,\beta,\delta} \frac{\nabla_{\beta,j} f_k(R_{\alpha}) \nabla_{\delta,i} f_n(R_{\alpha})}{\sigma_{F}} \]  

where \( \nabla_{\beta,j} \) is the derivative of the \( \beta \)th Cartesian component on the \( i \)th atom. The above discussion for the energy follows through. The values of the matrix elements in \( A \) have changed, becoming much larger, implying that the stochastic error on the model is much reduced, however the average matrix elements still only depend on the total computer time, not on how many configurations are present.

In the above discussion, we have made some assumptions that need to be tested to see if they apply to realistic problems. What follows are two examples that show this property. First, a model system of many-body silicon where we know the inter-atomic potential and, second, an actual QMC calculation of realistic problems. What follows are two examples that show this property. First, a model system of many-body silicon where we know the inter-atomic potential and, second, an actual QMC calculation of realistic problems.

5. Silicon example

In this section, we give an example to illustrate the effect of stochastic error in training a neural network potential where the exact potential is known but where the potential has more realistic features. We use the Tersoff potential [45] for Si, included in the LAMMPS program [46], as the ground truth. A MACE [47] model was trained on a set of configurations. We do not expect that the MACE model will be able to capture the Tersoff potential perfectly though it should not be too difficult.

The training set was generated by isothermally compressing 64 Si atoms at 3000 K from 0.467 \( \rho_0 \) to 1.282 \( \rho_0 \), where \( \rho_0 = 4.994 \times 10^{-2} \ \text{Å}^3 \) is the ambient density of Si solid. This training set provides a diverse set of local environments over a wide range of densities. We used the MACE model [47] an equivariant message passing model that uses higher body order messages with 32 invariant messages, angular resolution \( l_{\text{max}} = 3 \), and a cutoff radius of 3.2 \( \text{Å} \), the same as the range of the Tersoff potential. Radial features are generated using 8 Bessel basis functions and a 5th order polynomial envelope for the cutoff. The loss function is a parameterized likelihood function with \( \lambda = 1.3 \) [47] Models were trained with AMSGrad variant of Adam, with default parameters, a learning rate of 0.01 and a batch size of 4.

We trained the model on different sizes of training sets ranging from 660 configurations to 4620 configurations. We performed 3 different optimizations on the same data with those sizes. The first set used the clean data, data without noise, to get a baseline. The trained model got better as more data was added, presumably by covering phase space better. Using the same configurations, we then added normally distributed noise to both the energies and forces but using a larger amount of noise as \( M \) increased as detailed in table 1. Because the statistical noise is inversely proportional to the square root of how long one samples in QMC, assuming a fixed total computation budget, the standard deviation of the noise on the energies and forces followed \( \sigma \propto \sqrt{M} \). For each configuration we subtracted the mean value of the force.

Without this modification, the potential energy would be inconsistent with the forces since any model that only contains differences of coordinates will have a zero mean force.

The values of \( \sigma \), \( M \) and the resulting \( \epsilon \) are shown in tables 1 and 2 and in figure 3. Table 1 gives errors as evaluated on an independent test set of 100 configurations (set \( \Omega_1 \)). This test set was generated with an MD trajectory obtained by heating a silicon crystal at ambient density from 1000 to 3000 K in 5 picoseconds. This set was not used in the training. Table 2 shows the errors on a different test set (denoted as \( \Omega_2 \)) which was a subset of 400 configuration of the training set with densities within 6% of \( \rho_0 \). Strikingly different errors are obtained depending on the number of configuration used for the training and the makeup of the test sets.

We see several things from these examples. The most accurate model was obtained for the largest data set (\( M = 4620 \)) using the clean data for training, obtaining a model with \( \epsilon_V = 13 \) meV and \( \epsilon_F = 1.2 \) meV \( \text{Å}^{-1} \).

Clearly, MACE is able to represent accurately the Tersoff potential near ambient conditions of density if given

In the MACE input \( \alpha_F = 10 \). To convert to the likelihood function \( \lambda = \alpha_F (\sigma_F/\sigma_V)^2/(3\pi) \).

\[ \lambda = \alpha_F (\sigma_F/\sigma_V)^2/(3\pi). \]
enough data. Note that the highest precision on the clean data was only achieved with relatively large data sets; the errors on the energy for smaller data sets were quite erratic. This could be a consequence of the value of \( \lambda \) and the preponderance of force data. On the same data with 60 meV noise, the errors of the model trained with noise were about three times as large. The force errors showed a steady decrease as more data was added and accurate force models were obtained with fewer than one thousand configurations. This illustrates how much more information is provided by forces versus total energies and the insensitivity of the model to noise.

We also see that for the test set (\( \Omega_2 \)) with densities close to ambient pressure of silicon, the force errors were 20 to 30 times smaller than for the subset of the training set (\( \Omega_1 \)) that had a much greater variation in density. The model is much more accurate when tested over a very narrow range of densities even though it has been trained over a much wider range of densities.

While the model energy was affected by the noise, except for the largest data set, the forces were not affected by the noise. Additional noisy data always improved the error in the forces even though the additional data had larger statistical errors. From the results of this example we conclude that one should always run with the maximum possible value of \( M \) even though the resulting statistical errors are increased. Our analysis in the previous section of LLSF remains valid for non-linear models. In practice, the best choice for \( M \) will be influenced by the startup time of the QMC relative to the overall computer budget and the time to train the model.

We see from table 2, that the sensitivity parameter \( \eta_F \) is small and decreases as \( M \) increases. This implies that we can estimate the model error directly as \( \epsilon_F = \lim_{M \to \infty} \sqrt{\rho_F^2 - \sigma_F^2} \) based just on quantities that can be easily computed in a realistic model where we cannot compute the exact potential. However, the results for \( \eta_V \), the energy value, are erratic and reinforce our finding that the energy model evaluated on test set \( \Omega_2 \) is not well converged.

In a third set of optimizations we did not subtract out the mean force. The results are shown in figure 3. The force error was little affected but the energy error was increased when the training had fewer than 2000 configurations. It is possible that the choice of \( \lambda \) in the loss function did not put enough importance on the energy errors versus the force errors.

6. Dense hydrogen example

We now discuss a recent calculation [12] of many-body hydrogen under extreme conditions of temperature and pressure. Bulk hydrogen is important both because of its ubiquitous presence in the Universe and in technological applications [48]. Even though it is the ‘holy grail’ of high pressure studies, its phase diagram above 100 GPa is uncertain. Experiments at high pressure are very difficult so they cannot be used to validate the computational approaches. Hydrogen is a good test case for computer simulation, QMC and ML because

---

**Table 1.** Energy errors (in meV) and force errors (meV Å\(^{-1}\)) as a function of the number of training configurations, \( M \), for the Tersoff model. \( \sigma_V \) is the standard deviation of the noise added to the energies and \( \sigma_F \) to the forces. \( \epsilon \) is the rms deviation of total energy and force components with respect to the exact values as evaluated on the test set described in the text. \( \epsilon_V^0 \) and \( \epsilon_F^0 \) are evaluated on the model trained with noiseless data. Errors in this table were computed using the 100 configurations in the test set (\( \Omega_1 \), see text).

<table>
<thead>
<tr>
<th>( M )</th>
<th>( \sigma_V )</th>
<th>( \epsilon_V^0 )</th>
<th>( \epsilon_V )</th>
<th>( \sigma_F )</th>
<th>( \epsilon_F^0 )</th>
<th>( \epsilon_F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4620</td>
<td>60</td>
<td>13</td>
<td>33</td>
<td>300</td>
<td>1.2</td>
<td>3.9</td>
</tr>
<tr>
<td>2310</td>
<td>42</td>
<td>31</td>
<td>36</td>
<td>212</td>
<td>3.4</td>
<td>4.1</td>
</tr>
<tr>
<td>1540</td>
<td>34</td>
<td>45</td>
<td>26</td>
<td>173</td>
<td>3.4</td>
<td>4.6</td>
</tr>
<tr>
<td>1155</td>
<td>30</td>
<td>1214</td>
<td>94</td>
<td>150</td>
<td>6.2</td>
<td>7.1</td>
</tr>
<tr>
<td>924</td>
<td>26</td>
<td>697</td>
<td>63</td>
<td>134</td>
<td>6.4</td>
<td>6.2</td>
</tr>
<tr>
<td>660</td>
<td>22</td>
<td>229</td>
<td>496</td>
<td>113</td>
<td>8.6</td>
<td>9.6</td>
</tr>
</tbody>
</table>

**Table 2.** Errors on a subset of 400 training configurations within 6% of ambient density, test set \( \Omega_2 \). \( \eta \) is a measure of the sensitivity of the energies and forces to the noise. \( M \) is the number of configurations used in training. Numbers in ( ) are the statistical errors in the last digits. Other notation and units as in table 1.

<table>
<thead>
<tr>
<th>( M )</th>
<th>( \sigma_V )</th>
<th>( \epsilon_V^0 )</th>
<th>( \epsilon_V )</th>
<th>( \rho_V )</th>
<th>( \eta_V )</th>
<th>( \sigma_F )</th>
<th>( \epsilon_F^0 )</th>
<th>( \epsilon_F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>4620</td>
<td>60(2)</td>
<td>103(3)</td>
<td>84(3)</td>
<td>106(4)</td>
<td>-0.06</td>
<td>297.3(8)</td>
<td>43</td>
<td>67.3(4)</td>
</tr>
<tr>
<td>2310</td>
<td>43(2)</td>
<td>179(4)</td>
<td>82(4)</td>
<td>95(4)</td>
<td>-0.11</td>
<td>211.5(8)</td>
<td>72</td>
<td>80.0(9)</td>
</tr>
<tr>
<td>1540</td>
<td>35(2)</td>
<td>285(7)</td>
<td>298(7)</td>
<td>300(7)</td>
<td>0.16</td>
<td>171.8(7)</td>
<td>69</td>
<td>80(1)</td>
</tr>
<tr>
<td>1155</td>
<td>29(2)</td>
<td>520(18)</td>
<td>557(18)</td>
<td>564(18)</td>
<td>-4.55</td>
<td>148.4(7)</td>
<td>94</td>
<td>101(2)</td>
</tr>
<tr>
<td>924</td>
<td>29(2)</td>
<td>763(13)</td>
<td>290(13)</td>
<td>286(12)</td>
<td>1.83</td>
<td>133.7(9)</td>
<td>96</td>
<td>100(3)</td>
</tr>
<tr>
<td>660</td>
<td>24(2)</td>
<td>306(11)</td>
<td>191(11)</td>
<td>193(12)</td>
<td>0.05</td>
<td>112.5(7)</td>
<td>103</td>
<td>109(2)</td>
</tr>
</tbody>
</table>
one does not need to use a pseudopotential so that does not complicate the algorithm or cause errors.

Although it does not have core electrons, its electronic structure has other complications such as a still elusive molecular-atomic transition that may coincide with its insulator-metal transition as well as effects caused by the very large quantum zero-point of the protons resulting in solid H\textsubscript{2} being disoriented at low temperatures.

QMC has been used extensively on this system [48]. Statistical errors are small with only a single electron per atom. There is no fixed-node error for an isolated H\textsubscript{2} molecule if the 2 electrons have different spins. Within the molecular phase, wavefunction nodes are primarily in the low density region external to the molecules. Hence we find the biases from the fixed-node approximation is very small [49]. We assume that the converged fixed-node QMC energies are the ground truth in the following analysis.

Fixed-node DMC (FN-DMC) calculations were done with QMCPACK version 3.9.2 [35, 36] using a Slater-Jastrow trial wavefunction with PBE orbitals computed using a Troullier-Martins PBE pseudopotential with core radius $r_c = 0.37\,\text{a.u.}$ and a planewave cutoff of 200 Ry. The Jastrow functions contain two-body correlations as a sum of short-range and long-range contributions, both fully optimized for each configuration. The FN-DMC calculations used $>2000$ walkers and were projected for 100 ha\textsuperscript{-1} with a timestep of 0.02 ha\textsuperscript{-1}. Canonical twist-averaging was performed using a $4 \times 4 \times 4$ shifted twist grid. We used the Chiesa force estimator [50] correcting the mixed-estimator bias with linear extrapolation. Finite-size corrections were applied to the total energy [34, 42] using the computed structure factor. In contradiction to claims in the literature [13], the computational effort is not substantially increased to compute forces using the Chiesa estimator since all that is required are modified electrostatic forces (regularized around the protons to avoid large fluctuations), quantities that are already computed for the gradient of the trial function. Forces are obtained from the twist-averaged electronic densities. No further finite-size corrections were applied to the forces, as the leading order energy correction is a function only of the mean density and thus does not affect the force.

We generated a large set of hydrogen configurations, all containing 96 protons, using several different simulation methods: CEIMC, AIMD with DFT forces, both classical simulations and path integral simulations. The temperatures of the simulations ranged from 300 K to 2200 K, the pressures from 50 GPa to 200 GPa. The configurations included mostly molecular hydrogen, but for the higher temperatures and pressures configurations with dissociated molecules were present. The lower temperature simulations were of...
Figure 4. Histograms of the estimated values of standard deviations of the total energy (σ\_V) and force components (σ\_F) from 16,290 dense hydrogen configurations, each with 96 protons, within the pressure range 50 GPa–200 GPa and temperature range 300 K–2200 K. The standard deviations were estimated from the mean squared deviations of each individual DMC simulation. We obtained σ\_V = 10.8 meV and σ\_F = 76.7 meV Å\(^{-1}\). A few percent of configurations with σ\_V > 0.014 were discarded.

disoriented h.c.p. crystals. Above 1000 K most configurations were of liquid H\(_2\) or liquid H. The forces for 100,000 configurations were calculated using DFT (both PBE and vdW-DF1 functionals). We calculated QMC forces and energies for more than 16,000 configurations chosen over a range of temperatures and pressures. The QMC calculations used about 200 times more processor time than the PBE-DFT calculations. The data and information about the temperatures and pressures resides in a public data base [51].

Histograms of the potential and force errors are shown in figure 4 as determined using a standard error analysis of the QMC calculations on each ionic configuration. Statistical analysis shows that the stochastic errors of the estimated forces and energies are close to normal justifying the use of the \(\chi^2\) loss function. There were a few (≈2%) configurations which had estimated energy errors twice the average which we discarded pending investigation into the cause of the larger errors. The variation of the remaining errors is less than 10%. The error in the energy and force is only weakly dependent on the proton configuration within the range of pressures and temperatures studied and have mean standard errors of σ\_V = 10.8 meV on the total energy and σ\_F = 76.6 meV Å\(^{-1}\) on each force component. The mean value of the ionic forces within each configuration was subtracted from the individual ionic forces as was done in the silicon example.

Using the QMC energies and forces we can make an estimate of the accuracy of DFT functionals and their error correlation. We have previously benchmarked DFT functionals on dense hydrogen [52, 53]. In that work, other methods were used to quantify the errors such as the mean absolute error. Using the property that the QMC errors are uncorrelated with the DFT errors, we can find an estimate of \(\epsilon\), the rms difference between DFT functionals and the ground truth, the noiseless QMC fixed-node energy; see table 3. We agree with the conclusion in our previous study: for dense molecular hydrogen, the vdW-DF functional [54] has errors about one third of that of the PBE functional [55]. The rms error of the total energy using the vdW functional is 1.24 eV. Because it is the variance of the energy fluctuations that is proportional to the size of the system, for a local energy error we divide by \(\sqrt{\text{n}} = 9.8\). This gives a local energy error of 0.127 eV = 1440 K, reinforcing our conclusion that even vdW-DF is not accurate enough to predict the phase diagram of dense molecular hydrogen when energy scales of 1440 K are relevant. A diagram illustrating the magnitudes of the force errors in these 2 functionals is shown in figure 5. It shows that the PBE force errors are anticorrelated with the vdW errors, though with three times their magnitude, agreeing with our experience that PBE is a better description of the metallic-atomic phase and vdW of the insulating-molecular phase. By taking a linear combination of the two functionals (77% vdW, 23% PBE), one can get a significantly lower rms force error (\(\epsilon_F = 92\) meV Å\(^{-1}\)) for this regime of temperature and pressure though with this combination the rms energy error is slightly higher.

6.1. DeePMD model
Our first ML model for dense hydrogen used a \(\Delta\)-learning model containing three terms:

\[
E = E_{\text{pair}} + \Delta E_{\text{DFT}} + \Delta E_{\text{DMC}}
\]

where \(E_{\text{pair}}\) is the contribution from an analytic potential using only the repulsive part of the exact BO energy of an isolated H\(_2\) molecule [56]. This allows an accurate description of the internal motion of a single H\(_2\) without having to learn it from the training data. The next two terms were determined by a ML model. \(\Delta E_{\text{DFT}}\) is a model trained on DFT energies, forces, and stresses (either PBE or vdW functionals) minus the
pair potential contribution and was trained on roughly 100,000 hydrogen configurations. This model should capture the overall band structure and electron correlation effects as described by the density functional. Finally, $\Delta E_{\text{DMC}}$ is determined by fitting $E - E_{\text{pair}} - \Delta E_{\text{DFT}}$ to the subset of 20,000 configurations for which we have computed QMC forces. We expect $\Delta E_{\text{DMC}}$ to be a small correction: a smooth function of proton positions that can be described by a simpler ML model with fewer parameters, thus making good use of the computationally expensive and noisy QMC forces.

To model $\Delta E_{\text{DFT}}$ and $\Delta E_{\text{DMC}}$ we used the Deep Potential Molecular Dynamics (DeePMD) [4–6] version 1.3.3. Symmetry invariant feature vectors for atomic environments are constructed via the ‘smooth edition’ [4] descriptors with angular and radial information. The angular features are smoothly cut-off from 3.4 to 4.0 Å, and radial features from 5.1 to 6.0 Å. We used 8 neurons in the embedding layer, and 3 layers of 8 hidden neurons each for the descriptor network. The DeepMD training consisted of $10^6$ iterations using 8 configurations to update the neural network parameters at each iteration. The starting and ending learning rates were set to $5 \times 10^{-3}$ and $2 \times 10^{-7}$.

In [12] we used this model to perform very extensive MD and PIMD simulations over a wide range of temperatures and pressures, thereby determining solid-solid transitions, the melting temperature and making comparison with the experimental x-ray scattering determined structures.

### 6.2. MACE model

Our second optimization used the MACE model [47], an equivariant message passing model that uses higher-body order messages. We did not use $\Delta$-learning model of equation (23) with MACE. Instead the QMC data were fit directly without a baseline or DFT layer. Optimization used 64 invariant messages, an angular resolution $l_{\text{max}} = 3$, and a cutoff radius of 5 Å. The loss function is the parameterized likelihood function with forces weighted with $\lambda = 3.5$.

### 6.3. Errors in the DeePMD and MACE models

Results in table 3 give the fitting error $\rho$ (equation (9)) and cross-validation error $\delta$ (equation (16)) in the energies and forces for the two models used and for the clean DFT calculation. A visual depiction is shown in figure 6. We see for both models that $\rho > \sigma$. This means that the models have not exhausted the information in the QMC data, i.e. the values of $\chi^2$ are large compared to the number of data points. In particular, the QMC energy uncertainty of 10 meV is two orders of magnitude smaller than the fitting error of the models to the QMC energies. (We remind the reader that what is quoted for $\sigma_V$ is the standard deviation on the total energy of 96 protons in the supercell.) The energies are much worse in this regard than the forces$^7$. The MACE model force errors are only 46% larger than the force QMC errors, so the force information from the QMC data has been reasonably well fit by the models. This indicates that more research is needed to find a more accurate model for dense hydrogen in this regime of temperature and pressure. We estimated the accuracy of the models with respect to the fixed-node energies and forces using equation (14) with $\eta = 0$.

The different performance of the energy and force errors is not understood. One might think that as a model approaches the exact potential, that the force and energy errors would decrease together. However, for the two DFT functionals $\epsilon_V/\epsilon_F = 8 \, \text{Å}$ but for the 3 DeePMD models this ratio is about 4.5 Å while for the

---

$^7$ By decreasing the weight on forces compared to energy in the loss function, i.e. by decreasing the $\lambda$ parameter, the energy error is reduced by a factor of 4 with an increase of force errors by less than 10%. A systematic study of these effects will be presented in a future work. For the current study neither the architecture nor $\lambda$ were optimized.
Figure 6. Diagram illustrating the magnitude of r.m.s. errors in forces (in meV Å\(^{-1}\)) for the QMC forces and 2 ML models for dense hydrogen, a 3-level DeepMD trained on DFT forces and on QMC forces and a single level MACE model trained only on QMC forces. Circles indicate the magnitudes of the cross-validation uncertainty in the DeepMD and MACE models.

Table 3. RMS errors in total energies (in meV) and forces (in meV Å\(^{-1}\)) with respect to QMC calculations using 16 290 configurations of 96 protons at pressures between 50 GPa and 200 GPa. The first two columns abbreviate the construction of the models. For example ‘PBE’ means that the errors wrt QMC energies are compared to PBE energies, ‘PBE/DeePMD’ means that a DeePMD model is constructed using PBE forces and compared to QMC, and ‘QMC/DeePMD’ means a second level DeePMD model trained using QMC energies is added to the first level model. Symbols (\(\rho, \epsilon, \delta\)) are defined in figure 1. To compute \(\epsilon\) we assumed \(\eta = 0\) and used \(\sigma\) from figure 4. \(\delta\) was estimated using a 5-fold cross-validation (jackknife) procedure.

<table>
<thead>
<tr>
<th></th>
<th>(\rho)</th>
<th>(\epsilon)</th>
<th>(\delta)</th>
<th>(\rho)</th>
<th>(\epsilon)</th>
<th>(\delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PBE</td>
<td>3360</td>
<td>3360</td>
<td>426</td>
<td>418</td>
<td></td>
<td></td>
</tr>
<tr>
<td>vdW</td>
<td>1240</td>
<td>1240</td>
<td>171</td>
<td>153</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBE/DeePMD</td>
<td>1388</td>
<td>1388</td>
<td>306</td>
<td>296</td>
<td></td>
<td></td>
</tr>
<tr>
<td>vdW/DeePMD</td>
<td>1412</td>
<td>1412</td>
<td>329</td>
<td>320</td>
<td></td>
<td></td>
</tr>
<tr>
<td>vdW/DeePMD</td>
<td>1268</td>
<td>1268</td>
<td>312</td>
<td>297</td>
<td>287</td>
<td>162</td>
</tr>
<tr>
<td>QMC/MACE</td>
<td>1109</td>
<td>1109</td>
<td>226</td>
<td>113</td>
<td>83</td>
<td>61</td>
</tr>
</tbody>
</table>

MACE model it is 13 Å. Even though the forces drive the trajectory in MD, it is the potential that determines the equilibrium properties, for example the free energy.

There is a large uncertainty, \(\delta\), in the ML models as determined by the 5-fold cross validation also shown in figure 6. The uncertainty of the MACE model is less than half that of the DeePMD model, but it is of the same magnitude as the errors in the model forces. This indicates that the training would profit from more data; the existing ML models are still highly sensitive to the QMC noise and the selection of configurations.

The QMC/MACE model has the smallest errors in both the energy and forces from the other models including the clean vdW DFT model. However, the MACE model has not yet been tested with MD or PIMD simulations. It is not unusual for a MD or PIMD simulation to reveal hidden problems with an energy surface when a trajectory ventures into regions of configuration space that the model has not been trained for. It is clearly worthwhile to do such tests since the MACE scales better with the number of protons and is several orders of magnitude faster than using DFT functionals or Coupled Electron Ion MC (CEIMC) for studies of dense hydrogen.

7. Summary and future research

We have shown that it is feasible to use QMC forces to train state-of-the-art ML models. Such models trained on QMC energies and forces open the possibility to quantify the accuracy of models used in MC or MD studies. We have shown in the molecular hydrogen example, that the DeePMD and MACE models have not fully exploited the information contained in the QMC force and energy data.

Our analysis of the errors in the two analytic examples give some guidance on how to use QMC forces to improve ML models. Clearly one needs to calculate forces, not just energies because QMC forces have much more information to be exploited. It is better to have forces from many configurations even though the force errors would be larger than if fewer configurations had been used. A model is well converged if all of the important parameters are well trained. This can be judged by a cross-validation analysis. Models with fewer
parameters can become well-converged more easily. The ratios, $\rho_F/\sigma_F$ and $\rho_E/\sigma_E$, can be used to judge whether models have extracted all the information from the data. These are some of the ways noisy data can help in validating ML models. They present great opportunities but there are many open research problems.

It is not clear which type of QMC will be most useful to generate data for ML: VMC, DMC, or RQMC? VMC can generate uncorrelated forces more efficiently. However, unless extensive careful optimization is done for each configuration, it can have a much larger systematic bias. DMC and RQMC are automatic procedures for eliminating much of this bias and should be equally accurate for the energy. A systematic examination of their efficiency and bias for forces has not been reported. We can also ask whether PIMC will be useful in the warm dense matter regime when the electronic excited states are populated.

There has been limited research on the efficiencies and biases of the suggested estimators for forces such as the Chiesa estimator [50] or zero-variance, zero-bias estimators [33]. Is extrapolation of the forces with DMC adequate or do we need to do forward walking, reptation or use unbiased estimators? What is systematic bias of the forces coming from estimators and from the fixed-node or fixed-phase approximations? Can second derivatives of the energy computed by QMC be useful to train the models? At the moment we do not know the statistical errors and biases of higher order derivatives.

An important practical question is how to speed up the QMC calculation so as to deliver data more efficiently. We found in the Silicon example that it is best to have as many points as possible even though the noise would be larger. If we minimize the start-up cost of a run, we can generate more data but we need robust but ‘lightweight’ QMC methods for this. It would be best to avoid a lengthy optimization of the trial function. Typically, QMC uses DFT orbitals for the trial wavefunction, however there are drawbacks to tying the QMC run to a fully converged DFT calculation as that would decrease its efficiency. One possibility is to develop a simplified single-particle theory, for example by using optimized effective interactions [24]. One gains with a compact expansion of the electron orbitals in terms of a basis, first, because determining the best expansion coefficients is more rapid, and, second, the evaluation of the trial wavefunction and its derivatives within the QMC calculation would be faster. Such a description is possible because the electron-ion Jastrow factor and backflow already contain the wavefunction cusps and the dynamic correlations of the electrons and do not need to be present in the orbitals. What is important is to find orbitals with a good representation of the nodal surfaces so that the fixed-node approximation is accurate. It has been found that analytic Jastrow functions, backflow functions and three-body functions can be used [57] and need little or no optimization. In CEIMC calculations of dense hydrogen, we made minor tweaks to the analytic functions for a given density and did not reoptimize for small changes in density or temperature [24].

What is the trade-off between high quality data and covering configuration space better? In the Tersoff Silicon example discussed above, we found that the best models come from the largest data set, even though the noise in forces was larger. What is the best way to select configurations? Can we formulate in terms of a sampling function $F(R)$ or do learning procedures improve on this? For example, should one keep the configurations spaced out in configuration space.

What type of model should we to fit to? We have tried fitting directly to the QMC data and to fitting to a 3 level $\Delta$-model containing molecular forces, DFT forces and QMC forces. It seems useful to start with a simple model that prevents atoms from getting too close to each other. But the MACE example for molecular hydrogen shows that hierarchical model may not be necessary. Having a model that needs accurate DFT calculated forces will make the data generation less efficient. Perhaps an embedded atom or tight-binding model will be a useful alternative baseline model. There is also an advantage to a model with fewer free parameters since having more parameters requires more QMC data for convergence. These issues will need careful examination on a many-body system.

Incorporating known physical constraints on the models can be important. We have already used short-ranged interactions such as the molecular $H_2$ binding curve in our model. However, long-ranged interactions are essential for calculations of the electrostatic properties such as the dielectric constant. But since forces on atoms are dominated by short-ranged interactions and ML models typically have a cutoff at a small multiple of the interatomic distance, long-range interactions may not be correctly determined in the ML model. In many cases, one is able to calculate parameters of the long-range interactions from first principles. For example, the dispersion interaction only depends on the multipole moments of the atoms or molecules present and their polarizabilities, and can be determined using QMC methods on small supercells. On the other hand in metals, the bare Coulomb interaction is screened by the mobile charges; models to describe the magnitude of the long-range interaction are more complex. A challenging problem is to simulate a metal–insulator transition such as occurs when hydrogen changes from the molecular phase to the atomic phase. The character of the long-range interaction changes during the transition and is correlated with the changes in the short-ranged structure of the system. It is important to be able to model the interactions at all distance scales accurately and self-consistently in order to make precise predictions of this transition using a ML model.
We have demonstrated that QMC is useful in generating data for ML potentials and assessing the error of those potentials. In principle, the data from QMC has a much smaller systematic bias. The noisy feature of QMC forces and energies can be an advantage both in allowing more complete sampling of phase space, in optimization of the model and assessing the model errors. There is much scope for improving the methodology to make QMC a useful tool for generating ML data.
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