Polarization effect on position accuracy of fluorophore localization
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Abstract: The technique of determining the position of individual fluorescent molecules with nanometer resolution, called FIONA, has become an important tool for several biophysical applications such as studying motility mechanisms of motor proteins. The position determination is usually done by fitting a 2-D Gaussian (x-y vs. photon number) to the emission intensity distribution of the fluorescent molecule. However, the intensity distribution of an emitting molecule depends not only on its position in space, but also on its three-dimensional orientation. Here, we present an extensive numerical study of the achievable accuracy of position determination as a function of molecule orientation. We compare objectives with different numerical apertures and show that an effective pixel size of 100 nm or less per CCD pixel is required to obtain good positional accuracy. Nonetheless, orientation effects can still cause position errors for large anisotropy, as high as 10 nm for high numerical aperture objectives. However, position accuracy is significantly better (< 2.5 nm) when using objectives with a numerical aperture of 1.2. Of course, probes with lower anisotropy decrease the positional uncertainty.
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They also experimentally supported that the image center exists a broad literature concerning nanometer position accuracy of fluorescing or scattering beads and its application in for the analysis of cellular structures, see e.g. [8] and references therein. One of the most advanced experimental demonstrations of the achievable sub-nanometer positional accuracy with beads is given in Ref. [9], where beads where localized with 0.8 nm precision laterally and with 4 nm axially. Thompson et al. [10] derived a theoretical expression for the accuracy with which a molecule’s position can be determined, limited by several noise factors, including photon noise, fluorescent background, camera read-out, and the effect of pixelation. They showed that the impact of all these factors can be minimized by collecting more photons. They also experimentally supported that the image center by collecting more photons. They also experimentally supported that the image center

1. Introduction

The sharp image of a single fluorescing molecule is as wide as 250 nm in the visible region of the light because of the diffraction limit, which defines the resolution limit of fluorescence imaging microscopy. The lateral position of an object, however, can be localized very precisely by determining the center of its emission pattern. This is the core idea of fluorescence imaging microscopy. The lateral position of an object, however, can be localized very precisely by determining the center of its emission pattern. This is the core idea of fluorescence imaging microscopy.

The sharp image of a single fluorescing molecule is as wide as 250 nm in the visible region of the light because of the diffraction limit, which defines the resolution limit of fluorescence imaging microscopy. The lateral position of an object, however, can be localized very precisely by determining the center of its emission pattern. This is the core idea of fluorescence imaging microscopy. The lateral position of an object, however, can be localized very precisely by determining the center of its emission pattern. This is the core idea of fluorescence imaging microscopy.
can be localized within 2 nm by using 30 nm-sized single fluorescent beads. Consequently, it was concluded that single molecules can potentially be localized with arbitrarily high precision by increasing the signal-to-noise ratio (SNR). Cheezum et al. compared different algorithms and quantitatively showed that a two-dimensional Gaussian function is the best fit to images of a single fluorescent dye if it is considered as an isotropic point source [11]. Ober et al. refined the analysis of single molecule images using a Fisher information matrix and deriving analytical estimates for the positional accuracy [12]. In all these publications, single molecules are treated as perfect isotropic emitters of light. However, as was pointed out by Bartko and Dickson [13], a single fluorescent molecule with fixed emission dipole orientation is not an isotropic emitter, and its emission strongly depends on its 3-D orientation in space.

In this paper we present a numerical analysis of FIONA experiments for molecules with fixed dipole orientation under various experimental conditions (signal strength, numerical aperture N.A. of microscope objective, pixel size of CCD) and studied the accuracy of FIONA as a function of a molecule’s three-dimensional orientation. As will be seen, inclination of a molecule can introduce as much as 10 nm error in position determination when using objectives with high N.A. This error can be significantly reduced when choosing a lower N.A. objective (~ 1.2 N.A.), but at the cost of reduced light collection efficiency and not using total interference reflection excitation.

2. Theory

The electrodynamics and optics of focused and defocused imaging of single fluorescent molecules was described in Refs. [14-17]. Here, we give a brief summary of the calculations. Within the framework of classical electrodynamics, fluorescing molecules can be considered as ideal electric dipole emitters. When placed within a dielectrically homogeneous medium, such emitters exhibit the classical angular distribution of radiation proportional to \( \sin^2 \theta \), where \( \theta \) is the angle between the direction of observation and the dipole’s axis. However, when placed onto an interface separating two media with different refractive indices, that angular distribution of radiation changes dramatically due to the self-interaction of the emitting dipole with its back-reflected electromagnetic field [18-21].

Consider a molecule embedded in water on top of a glass surface. The general geometry of imaging such a molecule is depicted in Fig. 1.

![Fig. 1. Sketch of the connection between angles η and η’ upon imaging. The shown lens symbolizes the whole imaging optics, i.e. both the objective and any subsequent lens such as a tube lens.](image-url)
Neglecting any constant factors, the angular distribution of the electric-field amplitude \( E(\eta, \psi) \) generated by a dipole with orientation angles \( \{ \alpha, \beta \} \) along direction \( \hat{k} \{ \sin \eta \cos \psi, \sin \eta \sin \psi, \cos \eta \} \) per solid angle \( \sin \eta d\eta d\psi \) is given by (see Fig. 2 and Refs. [14, 20])

\[
E(\eta, \psi) = \sin \beta \left[ e_p E_p(\eta) \sin(\psi - \alpha) + e_s E_s(\eta) \cos(\psi - \alpha) \right] + e_p \cos \beta E_p^\perp(\eta)
\]

where

\[
E_p^\perp(\eta) = \frac{nw}{w_m} q \cdot T_p, \quad E_p(\eta) = \frac{nw}{n_m} T_p, \quad E_s(\eta) = -\frac{nw}{w_m} T_s
\]

\( \alpha \) and \( \beta \) are the azimuthal and inclination angles of the molecule’s emission dipole; \( e_p \) and \( e_s \) are orthogonal unit vectors perpendicular to the direction of radiation \( \hat{k} \), whereby \( e_s \) is also perpendicular to the optical axis (see also Fig. 2); \( n \) and \( n_m \) denote the refractive indices of glass and water, respectively; and the \( T_{p,s}(\eta) \) are Fresnel’s transmission coefficients [22] for plane \( p\)- and \( s\)-waves through the water/glass interface traveling along direction \( \hat{k} \) into the glass, and \( w \) and \( w_m \) are the \( z\)-components of the wave vectors in glass and water, respectively.

Figure 3 visualizes the angular distribution of radiation (ADR, i.e. the angular distribution of energy radiation which is proportional to \( |E(\eta, \psi)|^2 \)) for an inclined dipole. The angular distribution of the magnetic field amplitude is given by \( B(\eta, \psi) = \hat{k} \times E(\eta, \psi) \).

After imaging the radiation through an aplanatic optics onto the CCD camera, the electric and magnetic fields on the surface of the CCD-chip are proportional to [14-17]

\[
\begin{bmatrix} E_y \\ B_z \end{bmatrix} = \int_0^{\pi/2} \frac{d\eta'}{\cos \eta'} \begin{bmatrix} e_j \\ b_j \end{bmatrix}
\]

where we used the abbreviations

\[
\begin{align*}
e_i &= \sin \beta \frac{J_o \cos \alpha \left( \cos \eta' E_p^\parallel - E_s^\parallel \right) - J_s \cos \left( 2\phi - \alpha \right) \left( \cos \eta' E_p^\parallel + E_s^\parallel \right)}{2} \\
e_j &= \cos \beta \cos \eta' J_j \begin{bmatrix} \cos \phi \\ -\sin \phi \end{bmatrix} E_p^\perp
\end{align*}
\]
\[
\begin{align*}
\{b_i\} &= \frac{\sin \beta}{2} \left[ -J_0 \sin \alpha \left( E_{p}^{\parallel} - \cos \eta^{\prime} E_{l}^{\parallel} \right) + J_2 \sin (2\phi - \alpha) \left( E_{p}^{\parallel} + \cos \eta^{\prime} E_{l}^{\parallel} \right) \right] \\
\{b_j\} &= -i \cos \beta J_j E_{p}^{\parallel} \left[ \begin{array}{c}
-\sin \phi \\
\cos \phi
\end{array} \right].
\end{align*}
\] (5)

The \(J_{0,1,2}\) denote Bessel functions of the first kind [23] with functional argument \(k^{\prime} \rho \sin \eta^{\prime}\); the \(k, k^{\prime}\) are the wave vector amplitudes in glass and air, respectively. The variables \(\rho^{\prime}\) and \(\phi\) are cylindrical co-ordinates in the image plane where the field amplitudes are calculated. The angles \(\eta^{\prime}\) and \(\eta\) are connected through the magnification \(M\) via Abbe’s sine condition (aplanatic optics), \(M \sin \eta^{\prime} = n \sin \eta\), see also Fig. 1. (Here it is assumed that air has an refractive index of one). The root factor in Eq. (3) assures energy conservation during imaging [24]. Finally, the position-dependent light intensity on the CCD-chip is given by the \(z\)-component of the Poynting vector,

\[
S = \left( c / 8 \pi \right) E \cdot B^*.
\] (6)

The resulting normalized intensity distribution for the ADR shown at the top of Fig. 3 is visualized at the bottom of Fig. 3.

![Fig. 3. Visualization of the angular distribution of radiation (ADR) and the resulting intensity distribution on the CCD for an inclined dipole emitter.](image)

For simulating FIONA experiments, the calculated normalized intensity distribution on the CCD was multiplied with an assumed average number of detected photons, and Poissonian noise was added to each pixel using the calculated photon counts per pixel as the mean value of the Poissonian distribution. The parameters that were changed for studying the fidelity of FIONA were effective pixel size (CCD pixel size divided by magnification), average total number of photon counts per image (i.e. signal strength), N.A. of the imaging objective (i.e. maximum collection angle of imaging optics), and inclination angle \(\beta\) of the emitting molecule (i.e. angle between emission dipole and optical axis). Effective pixel size means the pixel size of the used CCD divided by the magnification of the imaging optics. Thus, even for one and the same CCD camera, effective pixel size is easily changed by changing the magnification of the optics. Of course, maximum possible magnification will be limited by the read-out noise per pixel: If too few photons are detected per pixel, read-out noise may swamp the signal.
We used average photon number per image as a defining parameter, although under different experimental conditions that number will itself depends on the molecule’s orientation. However, we did not like to restrict our analysis by particularities of the experimental set-up: For example, in a measurement using total internal reflection fluorescence (TIRF) excitation, molecules with vertically oriented absorption dipoles are much better excited than those with their absorption dipole parallel to the surface, in complete contrast to an experiment using conventional wide field illumination with a plane wave travelling along the optical axis. Also, as was shown in Ref. [25], relative detection efficiency of vertically and parallel oriented emission dipoles is strongly dependent on numerical aperture (N.A.) of the used objective. For example, for objectives with a N.A. larger than ca. 1.4, vertically oriented dipoles are detected with higher efficiency than in-plane dipoles.

All calculations were done for an emission wavelength of 550 nm for molecules placed in water (refractive index 1.33) on a glass surface (refractive index 1.52). This is similar to the situation encountered in measurements on motor proteins as reported in Ref. [1]. For each calculated pattern, the position of the molecule with respect to the CCD chip was chosen randomly thus averaging over different molecule positions with respect to the discrete array of CCD pixels. Having calculated a pattern on the CCD chip, a FIONA evaluation was done by fitting a two-dimensional elliptical Gaussian distribution to the pattern. The centre position \((x_{\text{fit}}, y_{\text{fit}})\) of the fitted Gaussian distribution was regarded as the fitted molecule position, and the difference between this position and the actual position \((x_{\text{actual}}, y_{\text{actual}})\) were recorded for each run of the simulation. For every set of parameters, the FIONA simulation was repeated \(10^4\) times with random in-plane orientation of the molecule’s dipole, leading to identical distributions of position-differences \(x_{\text{fit}} - x_{\text{actual}}\) and \(y_{\text{fit}} - y_{\text{actual}}\).

### 3. Results and discussion

Figure 4 shows the images of ideal intensity distributions calculated for ten different inclination angles of a molecule’s emission dipole towards the optical axis. It was assumed that imaging is done with a 1.4 N.A. objective, and the molecule is placed in water on top of a glass surface. Figure 4 also shows the circumference of fitted Gaussian distributions. Although the intensity maximum of the images can deviate by more than 100 nm from the actual position of the molecule (vertical yellow lines in the intensity images) with varying inclination angle, the center positions of the Gaussian fits show a much smaller deviation. For example, for inclination angles around 45°, the maximum of fluorescence is shifted by more than one pixel (i.e. more than 65 nm) to the left although the maximum shift of the center position of the Gaussian fits is only 16 nm. This clearly shows the advantage of a Gaussian fit instead of using a center-of-mass analysis.
Fig. 4. Ideal intensity distributions of molecules on the CCD for different dipole inclinations towards the sample surface as indicated by the arrows depicted above each image.

The result of a FIONA simulation are the probability density distributions $P(x_{\text{fit}} - x_{\text{actual}})$ and $P(y_{\text{fit}} - y_{\text{actual}})$ of finding the difference $x_{\text{fit}} - x_{\text{actual}}$ or $y_{\text{fit}} - y_{\text{actual}}$ between fitted position $\{x_{\text{fit}}, y_{\text{fit}}\}$ and actual position $\{x_{\text{actual}}, y_{\text{actual}}\}$ along the x- and y-axis, respectively. Because the in-plane orientation of a molecule is chosen randomly for each run of the simulation, both distributions $P(x_{\text{fit}} - x_{\text{actual}})$ and $P(y_{\text{fit}} - y_{\text{actual}})$ converge to the same result. A typical result for the added distributions $P(x_{\text{fit}} - x_{\text{actual}}) + P(y_{\text{fit}} - y_{\text{actual}})$ is shown in Fig. 5 for three different dipole inclinations ($0^\circ$, $45^\circ$, and $90^\circ$) of a molecule in water on a glass surface imaged with a 1.4 N.A. objective. The adopted effective CCD pixel size (i.e. pixel size divided by magnification) was 50 nm, and the average signal strength was 16000 photons per pattern. It should be remembered that the distributions show an average over all in-plane orientations of a molecule so that the two peaks seen in the distribution for $45^\circ$ inclination angle corresponds to molecules pointing to the right and to the left, respectively. This is, to a more or less extent, true for all inclination angles other than $0^\circ$ or $90^\circ$.

Fig. 5. Calculated probability distributions of the differences between determined and true position of a molecule for three different inclination angles as indicated. It is assumed that a molecule is placed in water on top of a glass cover slide; imaging is done with a 1.4 N.A. objective onto a CCD chip with 50 nm effective pixel size, average photon number per image was 16000.
For quantifying the accuracy of FIONA by a single number we adopted the mean square deviation \( \sigma, \sigma^2 = \langle (x_{\text{fit}} - x_{\text{actual}})^2 \rangle = \langle (y_{\text{fit}} - y_{\text{actual}})^2 \rangle \), of the position-difference distributions. For the sake of completeness it should be mentioned that the mean square deviation of the absolute position difference between fitted and actual molecule position, i.e. \( \langle |r_{\text{fit}} - r_{\text{actual}}|^2 \rangle \), is equal to \( \langle (x_{\text{fit}} - x_{\text{actual}})^2 \rangle + \langle (y_{\text{fit}} - y_{\text{actual}})^2 \rangle \) or two times \( \sigma^2 \). The mean square deviation can be considered as a measure of the expected error in the position determination of a molecule. We calculated position-difference probability distributions and mean-square deviations for the following experimental parameter sets, objectives with numerical apertures (N.A.) of 1.2, 1.4, 1.45 and 1.65; signal intensities (i.e. average photon counts per image) of 500, 1000, 2000, 4000, 8000, and 16000 photons; and effective CCD pixel size values of 50, 100 and 200 nm. The assumed immersion medium was water for the 1.2 N.A. objective (refractive index \( n = 1.33 \)), oil of refractive index \( n = 1.52 \) for the 1.4 and 1.45 N.A. objectives, and oil with a refractive index of \( n = 1.78 \) for the 1.65 N.A. objective. The dependencies of the mean-square deviations (i.e. position accuracies) on dipole inclination angle are plotted in Fig. 6.

An interesting result of our analysis is the dependence of FIONA accuracy on numerical aperture. As can be seen by comparing the graphs in Fig. 6, for dipole orientations vertical or parallel to the interface (\( \beta = 0^\circ, 90^\circ \)), accuracy slightly improves with increasing N.A., but accuracy decreases for intermediate inclination angles. This is particularly prominent for high photon counts per image. The observed trend in increasing sensitivity of FIONA performance on dipole orientation with increasing N.A. can be explained when inspecting the angular distribution of radiation (ADR) shown in Fig. 3. The maximum of fluorescence emission for a dipole at an interface is emitted into the direction of total internal reflection. These emission maxima contribute most to the formation of the asymmetric and strongly orientation-dependent images on the CCD chip. Thus, by capturing more light of these emission peaks, FIONA becomes more sensitive to molecule orientation, lowering its positional accuracy. Thus, it seems that for achieving maximum position accuracy, working with a lower N.A. may be advantageous. However, a lower N.A. reduces the light collection efficiency and thus the average number of detected photons per image, which again leads to lower FIONA accuracy. In practice, one has to choose a compromise between these opposite trends.
Another important parameter in FIONA experiments is the proper magnification, i.e. best effective pixel size (remember that effective pixel size is real CCD pixel size divided by magnification). As can be seen by comparing the graphs in Figs. 6, there is not much change in accuracy when increasing effective pixel size from 50 to 100 nm, but a sudden deterioration of FIONA performance when going to 200 nm. This ‘phase transition’ is easy to understand when inspecting the size of the molecule images in Fig. 4: if one has a pixel size as large as 200 nm, most of the fluorescence falls on an area of only 2 to 3 pixels wide, which makes fitting a Gaussian distribution inaccurate. Thus, for FIONA experiments, effective pixel size should not exceed 100 nm, but going to smaller pixel size only slightly improves accuracy. This can be understood when considering that although using smaller pixel size makes the molecule image larger and thus Gaussian fitting better, smaller pixel size decreases the number of photon counts per pixel making the image more noisy.
In our analysis of FIONA accuracy we assumed that the out-of-plane emission dipole orientation (inclination angle) of the imaged dye is fixed during imaging. As was seen, accuracy is lowest for intermediate inclination angles, which is easily explained when inspecting the strongly asymmetric intensity distribution for such dipoles, as shown e.g. in Fig. 4. This asymmetry makes it difficult to determine a correct center position by fitting a 2D-Gaussian distribution. If a dye is able to wobble around its attachment point (e.g. Cy3 attached DNA) during image exposure (thus emulating an isotropic emitter), the resulting image will be symmetric with respect to the actual position of the dye, and 2D-Gaussian fitting will yield better FIONA accuracy than for any of the fixed dipole orientations. The case of an isotropic emitter was considered in detail in Refs. [10-12].

In the present paper, we performed calculations for a dye emitting around 550 nm wavelength. The emission wavelength is the intrinsic length parameter in the wave-optical calculation of the molecule images on the CCD. Thus, our results hold also for different emission wavelength when the effective pixel size is appropriately rescaled. Thus, for example, the FIONA accuracy for a imaging a dye at 670 nm will be the same as for imaging a dye at 550 nm if the effective pixel in both experiments is chosen with the same ratio as the emission wavelength, i.e. 670/550. Of course, it is assumed that no additional chromatic aberration occurs with changing emission wavelength.

In our analysis, we neglected any possible background that may be present in a FIONA experiment, such as scattered light, background fluorescence, or CCD read-out noise. Our analysis presents results for the ideal case of a background-free measurement. Any additional background will only lower FIONA accuracy, but the qualitative dependence of FIONA accuracy on N.A., signal strength or pixel size will not change. A detailed analysis of the impact of background on position accuracy for isotropic emitters was already presented in Refs. [10-12], and the found general relations are also applicable to FIONA on dipoles with fixed orientation as considered here.

Our calculations regard only conventional epi-fluorescence microscopy and lateral positioning accuracy for molecules within the objective’s focal plane. We did not consider positioning accuracy along the optical axis for molecules away from the focal plane. Also, positioning accuracy in confocal microscopy [26], or more advanced techniques such as 4Pi- [27], STED [28], or structured illumination [29] microscopy have not been considered. Studying the impact of molecule orientation on the position accuracy in these cases will be the topic of future studies.

In conclusion, we have presented detailed numerical study of FIONA on molecules with fixed dipole orientation. Our results also enable to find optimal parameters for performing FIONA on fixed dipoles. It was shown that dipole orientation cannot be neglected when estimating the accuracy of determining the position of a fluorescing molecule, and that even at highest considered signal strength (16000 photons per molecule image), one can have a position determination error as high as 10 nm when using a high-NA objective of 1.65 (see Fig. 6). This error can be minimized to 2.5 nm maximum error when going down to 1.2 NA, but at the cost of reduced flight collection efficiency. When aiming at maximum accuracy in position determination at highest light collection efficiency, one should use labels behaving as isotropic emitters such as freely rotating dyes or fluorescent beads.

Acknowledgment

We thank Dr. Sheyum Syed for many helpful discussions. This work supported by NIH AR 44420 and GM 068625 to PRS.